
3D Vision Final Exam November 26, 2020

From all the exercises choose 4. Solve and explain briefly your reasoning. If something is
not clear, make an assumption and state it, then solve accordingly. The exam is 3h. You
may hand it late, but you will receive a penalty. You will get credit for partially solved
problems.

Name:

Exercises

1. As shown in figure 1, a point Q is observed in a known (i.e. intrinsic parameters are calibrated)
perspective camera with image plane Π1. Then you translate the camera parallel to the image plane
with a known translation to a new image plane Π2 and observe it again.

(1.1) Draw Q′1 and Q′2 on the figure. Is it possible to find the depth of the 3D point Q in this scenario?
Briefly explain why.

16. (5 points) You are using k-means clustering in color space to segment an image. How-
ever, you notice that although pixels of similar color are indeed clustered together into
the same clusters, there are many discontiguous regions because these pixels are often not
directly next to each other. Describe a method to overcome this problem in the k-means
framework.

Solution
Concatenate the coordinates (x, y) with the color features as input to the k-means algo-
rithm.

17. (5 points) To do face detection on your webcam, you implement boosting to learn a face
detector using a variety of rectangle filters similar to the Viola-Jones detector. Some of
the weak classifiers perform very well, resulting in near perfect performance, while some
do even worse than random. As you are selecting your classifiers, you suddenly find that
at a certain iteration k, the new classifier being selected and added in takes on a negative
weight ↵k in the final additive model. Explain why the negative weight appears, and
justify your answer.

Solution
The negative weights appear because of the classifiers that perform worse than random.
Their �k value is greater than 1, causing the ↵k value to be negative. An intuitive expla-
nation for this is that we can invert the decision by a classifier that performs worse than
chance to get a classifier better than chance.

18. (5 points) As shown in figure 5, a point Q is observed in a known (i.e. intrinsic parameters
are calibrated) a�ne camera with image plane ⇧1. Then you translate the camera parallel
to the image plane with a known translation to a new image plane ⇧2 and observe it again.

(a) (2 points) Draw the image points Q0
1 and Q0

2 on ⇧1 and ⇧2 on the left figure of Fig. 5.
Is it possible to find the depth of the 3D point Q in this scenario? Briefly explain why.

Figure 5: 3D point reconstruction
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Figure 1: 3D point reconstruction.

2. Let X1, X2, and X3 be 3D points with homogeneous coordinates

X1 =


1
2
3
1

 , X2 =


1
1
1
1

 , X3 =


2
3
0
1

 , (1)

and a camera with camera matrix

P =

1 0 0 0
0 1 0 0
0 0 1 0

 . (2)

(2.1) Compute the projections of the 3D points in P .

(2.2) What is the interpretation of the projection of X3?

(2.3) Compute the camera center (position) of the camera.

3. Suppose that a camera has got the inner parameters

K =

f 0 x0

0 f y0
0 0 1

 . (3)
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(3.1) Verify that the inverse of K is

K−1 =

1/f 0 −x0/f
0 1/f −y0/f
0 0 1

 . (4)

(3.2) and that this matrix can be factorized into

K−1 =

1/f 0 0
0 1/f 0
0 0 1


︸ ︷︷ ︸

=A

1 0 −x0

0 1 −y0
0 0 1


︸ ︷︷ ︸

=B

. (5)

(3.3) What is the geometric interpretation of the transformations A and B?

4. When normalizing the image points of a camera with known inner parameters we apply the transforma-
tion K−1?

(4.1) What is the interpretation of this operation?

(4.2) Where does the principal point (x0, y0) end up?

(4.3) And where does a point with distance f to the principal point end up?

5. Suppose that for a camera with resolution 640 × 480 pixels we have the inner parameters

K =

320 0 320
0 320 240
0 0 1

 . (6)

(5.1) Normalize the points (0, 240), (640, 240).

(5.2) What is the angle between the viewing rays projecting to these points?

6. Given an Essential matrix

E =

 0 0 0.5
0 0 −1

−0.5 1 0

 , (7)

that relates the image of a point in one camera to its image in the other camera. Assume that a
point is observed at image location (0.3, 0.1) in the second image, where these are “normalized” image
coordinates (such that effective focal length is equal to 1).

(6.1) Accurately draw the corresponding epipolar line in the first image, on the graph below.
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