
Optical Metrology
Lecture 3: Basic Optical Principles and Imaging Systems



Optical Metrology History
Vision-Based Metrology refers to the technology using 
optical sensors and digital image processing hardware 
and software to:

• Identify

• Guide

• Inspect

• Measure objects



Optical Metrology History
Vision-Based Metrology inspection systems evolved 
from the combination of microscopes, cameras and 
optical comparators.

“The combination of vision, 
autofocus laser, rotary indexer, 
and tactile input allows to even 
measure features and geometry 
you can’t see,” Frost says. 
Measurement can be expressed 
as 3D reports in the forms of 
charts and models as opposed to 
long tables of X-Y data. This 
makes reporting and decision 
making much faster and easier.

http://blog.nikonmetrology.com/blog/groundbreaking-cmm-manager-3-5-software-now-available-nikon-metrology-inexiv-vision-measuring-equipment/



Optical Metrology History
Vision-Based Metrology is extensively used in general industrial 
applications such as the manufacturing of:

• Electronics

• Automotive

• Aerospace

• Pharmaceutical

• Consumer products

Vision-Based Metrology is being utilized in the automatic identification and 
data collection market as a complementary or alternative technology to 
traditional laser scanning devices for reading bar codes.



Optical Metrology History
Early systems were integrated 
into packaging lines for optical 
character recognition to check 
the accuracy of product codes 
and label information.

Today, high-resolution 
cameras, advances in software 
and imaging processors, and 
the availability of powerful, 
inexpensive compact 
computers have made vision 
systems faster and more 
reliable than ever.



Who needs a vision system?
• Vision system may be needed 

for high production product 
inspection CD and pharma 
industries

• They provide a means of 
increasing yield-that is, the 
ratio of good parts to bad parts.

• When a serial defect is 
spotted, the system not only 
recognizes it but can stop the 
conveyor and inform the 
operator of the defect and its 
magnitude.

http://www.cognex.com/CognexInfo/PressReleases/PressRelease.aspx?id=11858&langtype=1033



Vision system - Automobiles
• Vision Based 

Metrology is now 
being used to focus on 
the movement of 
objects along with 
their deformation

• This is being used in 
many car wreck 
investigations



Vision system - Automobiles
• Two consecutive images were grabbed from a high speed video 

sequence

• A displacement field of a car at a certain moment is presented

• The deformation pattern was obtained from the principle vector 
analysis

• This analysis allows the representation of the deformation pattern.



Vision system - Deformation

http://iiw.kuleuven.be/onderzoek/mem2p/research/dic



Basic Optical 
Principles



A snapshot of a harmonic wave that propagates in z-direction

WAVE MOTION. THE 
ELECTROMAGNETIC SPECTRUM

The disturbance is given by: The relation between frequency and 
wavelength:





https://dribbble.com/shots/1515226-Rain-Bros



The Plane Wave. Light Rays
• EM waves are not 2D, but 3D.

• A plane wave that propagates in the direction of k-vector.

Points of equal phase…

Note: Only some of the infinite 
number of phase planes are drawn. 
Ideally, they should also have 
infinite extent.



The Plane Wave. Light Rays
In the general case where a plane wave propagates in the 
direction of a unit vector n, the expression describing the field at 
an arbitrary point with radius vector r = (x, y, z) is given by:

The scalar product fulfilling the condition n · r = constant 
describes a plane which is perpendicular to n



Light Rays. They are directed lines that are everywhere 
perpendicular to the phase planes 

The Plane Wave. Light Rays



Phase Difference

The phase difference between two points along the propagation direction of 
a plane wave is equal to the geometrical path-length difference multiplied 
by the wave number.



Complex Notation. Complex Amplitude

Can be written as

where
spatial dependent phase

Spatial and temporal 
parts factorize

In Optical Metrology interest 
lies in spatial distribution



Cylindrical wavefront Spherical wavefront



A more complicated wavefront resulting from 
reflection from a rough surface



The Spherical Wave
A spherical wave, is a wave emitted by a point source, given by:

r is the radial distance to the point source.

The amplitude decreases as the inverse of the distance from the 
point source.



Consider a point source in (x0,y0),

The field amplitude in a plane parallel to the x0y0-plane at a distance z, 
approximating r by a binomial expansion, 

Fresnel approximation.



The Intensity
Recording of field amplitude is impossible. 

Most devices register irradiance (effect per unit area).

It is proportional to field amplitude square:



Geometrical Optics
The three laws of geometrical optics:

1. Rectilinear propagation in a uniform, 
homogeneous medium.

2. Reflection. On reflection from a mirror, the 
angle of reflection is equal to the angle of 
incidence (see Figure 1.8). In this context we 
mention that on reflection (scattering) from a 
rough surface (roughness >λ) the light will be 
scattered in all directions (see Figure 1.9).



The three laws of geometrical optics:

3. 



Light - Refraction



Light - Refraction



Light - Refraction

Is this useful?



Light – Total Internal Dispersion



The Simple Convex (Positive) Lens



The Simple Convex (Positive) Lens

(a) A point source lying on the optical 
axis forming a spherical diverging 
wave that is converted to a 
converging wave and focuses onto 
a point on the optical axis

(b) The point source is lying on-axis at 
a distance from the lens equal to 
the focal length f. We then get a 
plane wave that propagates along 
the optical axis.

(c) The point source is displaced
along the focal plane a distance h 
from the optical axis. We then get 
a plane wave propagating in a 
direction that makes an angle θ to 
the optical axis where



A Plane-Wave Set-Up
• The set-up to form a uniform, expanded plane wave from a laser beam. 
• The laser beam is a plane wave with a small cross-section, typically 1 

mm. To increase the cross-section, the beam is first directed through 
lens L1, usually a microscope objective which is a lens of very short focal 
length f1. 

• A lens L2 of greater diameter and longer focal length f2 is placed as 
shown in the figure. 

• In the focal point of L1 a small opening (a pinhole) of diameter typically 
10 μm is placed. In that way, light which does not fall at the focal point is 
blocked.

• Such stray light is due to dust and impurities crossed by the laser beam 
on its way via other optical elements (like mirrors, beamsplitters, etc.) 
and it causes the beam not to be a perfect plane wave.













F-number
• For example, a lens with a 50 mm focal length and a 10 mm aperture 

diameter will be an f/5 lens. 

• The f-number is useful in determining the relative illuminance at the image. 

• This function changes as the area of the aperture, generally indicated on 
photographic lenses as f-stops for changes of a factor of two in 
illuminance. Some standard f-stops on photographic lenses are for f-
numbers of 1.4, 2, 2.8, 4, 5.6, 8, 11, 16, and so on. 

• Since the f-number is a function of the inverse of the lens aperture 
diameter, the illuminance will change as the inverse of the f-number 
squared. 



Example
It is possible to follow the image through the optical system and determine its location 
and size. 

Determine what the FOV of a given system will be by calculating what the image size of 
the sensor would be at the subject plane. 

For example, if we have a sensor which is 10 mm across, and we place a lens with a 
focal length of 50 mm, 70 mm in front of the sensor, then the subject distance is

and magnification is 70/175 = 0.4, (2.5 demagnification) giving a 25 mm FOV.

If our image distance was only 30 mm, then the required subject distance would be (−)75 
or 45 mm behind the sensor. The image of the sensor in this case would be a virtual 
image (as opposed to a real image) and as such would not be useful to us.

1
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Depth of Field

http://www.cambridgeincolour.com/tutorials/depth-of-field.htm

Slide by A. Efros

http://www.cambridgeincolour.com/tutorials/depth-of-field.htm


Controlling depth of field

http://en.wikipedia.org/wiki/File:Depth_of_field_illustration.svg

• Changing the aperture size affects depth of field

• A smaller aperture increases the range in which the object is 
approximately in focus

• But small aperture reduces amount of light – need to increase exposure

http://en.wikipedia.org/wiki/File:Depth_of_field_illustration.svg


Varying the aperture 

Large aperture  = small DOF Small aperture = large DOF
Slide by A. Efros



Field of View

Slide by A. Efros



Field of View

Slide by A. Efros



f

Field of View

Larger focal length = smaller FOV
Slide by A. Efros

f

FOV depends on focal length and size of the camera retina



Field of View / Focal Length

Large FOV, small f
Camera close to car

Small FOV, large f
Camera far from the car

Sources: A. Efros, F. Durand



Same effect for faces

standardwide-angle telephoto

Source: F. Durand



Real lenses



Lens flaws: Vignetting



No distortion Pin cushion Barrel

Radial Distortion
• Caused by imperfect lenses

• Deviations are most noticeable near the edge of the lens













Digital camera

Slide by Steve Seitz

A digital camera replaces film with a sensor array
Each cell in the array is light-sensitive diode that converts photons to electrons
Two common types

Charge Coupled Device (CCD)
Complementary metal oxide semiconductor (CMOS)

http://electronics.howstuffworks.com/digital-camera.htm

http://electronics.howstuffworks.com/digital-camera.htm


Color sensing in camera: Color filter array

Source: Steve Seitz

Estimate missing 
components from 

neighboring values
(demosaicing)

Why more green?

Bayer grid

Human Luminance Sensitivity Function



Problem with demosaicing: color moire

Slide by F. Durand



The cause of color moire

detector

Fine black and white detail in image
misinterpreted as color information

Slide by F. Durand



Digital camera artifacts

Slide by Steve Seitz

Noise
– low light is where you most notice noise
– light sensitivity (ISO) / noise tradeoff
– stuck pixels

In-camera processing
– oversharpening can produce halos

Compression
– JPEG artifacts, blocking

Blooming
– charge overflowing into neighboring pixels

Color artifacts
– purple fringing from microlenses, 
– white balance

http://www.dpreview.com/learn/?/key=noise
http://www.dpreview.com/learn/?/key=sharpening
http://www.dpreview.com/learn/?/key=blooming
http://www.dpreview.com/learn/?/Glossary/Optical/chromatic_aberration_01.htm

