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The relationship between projector—camera baseline and the phase variation direction of fringe patterns
is one of the essential characteristics in a three-dimensional (3D) profilometry system, although it has
been ignored. This paper indicates that a 3D profilometry system will be most sensitive to object depth
change when the phase variation direction of the fringe patterns is parallel to the baseline, which is
analyzed in systems based on both the triangulation and stereovision principles. An efficient method
is proposed to achieve the most sensitivity by projecting a set of fringe patterns of different phase
variation directions. Experimental results demonstrate our analysis and the proposed determination

method. © 2014 Optical Society of America
OCIS codes:
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1. Introduction

Three-dimensional (3D) profilometry based on struc-
tured light is widely used in various domains, such as
archaeological science, medical system, virtual real-
ity, and reverse engineering [1-4]. The phase map
corresponding to the depth variation of the object
being measured has been one of the most important
tools for reconstructing the 3D profiles of objects
since it was introduced in 1983 [4—6]. During the past
several decades, phase-based techniques have seen
much development due to the contribution of a num-
ber of researchers in fringe pattern encoding meth-
ods, modified fringe analysis methods, phase
unwrapping algorithms, calibration approaches,
and so on [7-9].

Presently, there are two common approaches to
calibrating the 3D profilometry system. The first
one is based on the triangulation principle [5] and
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requires the projector—camera baseline to be parallel
to the reference plane. An equation that relates the
object depth to phase distribution is calibrated on the
basis of system geometry. The second approach re-
gards the projector as a reversed camera and uses
the stereovision principle [10,11] to calibrate the geo-
metric parameters of the experimental setups, even
when the projector, camera, and objects are placed
arbitrarily [11,12], which relaxes the constraint of
the conventional optical geometry in the triangula-
tion principle. Therefore, the 3D profilometry system
based on the stereovision principle is most widely
used. These two kinds of calibration methods can
also be called the reference-plane method and the
no-reference-plane method based on whether a refer-
ence plane is used or not [13]. Generally, both
approaches simply project horizontal or vertical
fringe patterns onto the object being measured to ob-
tain the phase map. However, as improvement of the
stereovision principle reduces the importance of the
spatial relationship between the projector—camera
baseline and the direction of fringe patterns, the
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phase sensitivity to object depth variation is unfortu-
nately ignored by most researchers. Wang and Zhang
made some research and indicated that simply pro-
jecting horizontal or vertical fringe patterns is not
the best option to obtain optimal sensitivity to object
depth variations. They proposed a method to deter-
mine the optimal fringe angle by projecting a set
of horizontal and vertical fringe patterns onto a
step-height object [14]. To our knowledge, the math-
ematical analysis of the optimal fringe angle is still
lacking in the systems based on either the triangu-
lation principle or the stereovision principle.

In this paper, the optimal fringe angle is analyzed
in both the triangulation and stereovision principles,
and the specific expressions of the optimal fringe
angle are obtained. Furthermore we propose and
demonstrate that the optimal fringe angle is
equal to the systematic angle that formed by the
projector—camera baseline and horizontal direction
when the 3D profilometry system is most sensitive.
Subsequently, an efficient method to determine the
systematic angle is proposed by projecting a set of
fringe patterns with different directions. Finally,
Experimental results are shown to demonstrate
our theory and the validity of the method.

2. Fringe Angle Analysis

A. Triangulation Principle

An optical geometry of the 3D profilometry system
based on triangulation is illustrated in Fig. 1 and
mainly comprises a DLP digital projector and a
CCD camera.

In the optical geometry, P and C denote the centers
of the camera entrance pupil and the projector exit
pupil, respectively. There is a rigorous restriction
of the centers that P and C must be located at the
same distance L from the reference plane ¢. That
means the reference plane is parallel to the line
PC, which is defined as the projector—camera base-
line of the 3D profilometry system. Generally, the
x axis is chosen to be parallel to the horizontal
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Fig. 1. 3D profilometry system model based on the triangulation
principle.
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direction, and the y axis is vertical to the plane of
the figure. Obviously, the baseline is parallel to the
x axis and the systematic angle formed by the base-
line and the horizontal direction is zero.

If there is no measuring object, a principal ray of
fringe patterns strikes the reference plane at point B,
while for a general object with depth H(x,y), the
principal ray strikes the object surface at point E,
and point E is observed to be point A on the reference
plane by the camera, so that the fringe patterns are
modulated by the object, which are captured by the
camera and expressed as

gO(x’y) = B(x’y) +A(x7y) COS[wox + A(p(x?y)]’ (1)

where B(x,y) is average intensity, A(x, y) is the inten-
sity modulation, @, is the fundamental frequency of
the fringe patterns, and A¢ is the phase change due
to the object.

According to Takeda and Mutoh’s theory [5], the
phase change is expressed as

Ap(x.y) = ¢a — ¢p = woAB. 2)
Noting that AEAB-AECP in Fig. 1, there is

H(xvy) _ L _H(xvy)
AB D

, 3)

where D is the distance between the centers of the
projector and camera. Substituting Eq. (2) into
Eq. (3) and solving it for H(x,y), we can obtain

Ag(x.y) - L

Hix,y)=—""2"""_. 4
I = gy + oD @
Equation (4) can be expressed in another form:
_ D-Hx,y)
APy = o0 g (5)

Equation (5) gives the relationship between the
phase change and the distributions of depth. It also
imposes an important restriction on the system that
the baseline PC is parallel to the x axis in Fig. 1.
Generally, fringe patterns are either horizontal or
vertical in the imaging plane of camera. In our sys-
tem, they are vertical, as shown in Fig. 2 (left
stripes). Therefore, the phase variation direction of
fringe patterns is parallel to the x axis and the base-
line. It should be noted that the phase variation
direction of fringe patterns is perpendicular to the
direction of fringe patterns.

If fringe patterns are not vertical, in other words,
there is an angle 0 between the phase variation direc-
tion of the fringe patterns and the x axis, as shown in
Fig. 2 (right stripes), which is denoted as the fringe
angle. In that case, the frequency of fringe patterns is
considered a vector: @y = @i + w,j.

Here, i and j are the unit vectors along the x and y
axes, respectively. The orientation of w, is the same
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Fig. 2. Vertical fringe pattern (left) and oblique fringe pattern
(right).

as the phase variation direction of the fringe pat-
terns. When the fringe patterns are vertical,
) = w,, w, =0, so Eq. (1) can be expressed as

go(x.y) = B(x,y) + A(x.,y) cos[o.x + Ap(x,y)]. (6)

When the fringe angle 6 exists and w, is not zero, the
modulated fringe patterns captured by the camera

are expressed as

8o(x.y) = B(x.y) + A(x.y) cos[wx + o,y + Ag' (x.y)].
)

where o, = wq - cos 0, v, = 0, - sin 6, and Ag'(x,y) is
still the phase change due to the object. However, the
phase change has nothing to do with the component
in the y axis, as shown in Fig. 1, so that the phase
change is described as

D-H(x,
Ag'(x,y) = Ag'(x) = wxle
_ D-H(x,y)
= wg COS 0 ZTM (8)

To provide the best sensitivity to object depth
variation, the maximum 0A¢/0oH is needed. For a
given depth H, as the coefficients D, L, and w, are
all constant, the 3D profilometry system obviously
reaches its highest sensitivity when the fringe angle
0 is zero. In that case, the fringe angle is equal to the
systematic angle, i.e., the phase variation direction of
fringe patterns is parallel to the baseline PC. Con-
versely, if the fringe angle is 7/2 or the phase varia-
tion direction of the fringe patterns is perpendicular
to the baseline PC, the phase change is always zero,
whatever the object depth variation is. In that case,
the 3D profilometry system is the least sensitive to
the object depth. In practice, it is difficult to confirm
the direction of the projector—camera baseline so that
the systematic angle is not usually zero. Although it
is easy to obtain a fringe angle of zero by projecting
vertical fringe patterns, it is not equal to the system-
atic angle. Hence, the fringe patterns need to be pro-
jected at an optimal angle to ensure that the fringe

angle is equal to the systematic angle, just as Wang
and Zhang did [14].

B. Stereovision Principle

The common pinhole camera model is adopted for
both camera and projector in the stereovision princi-
ple, as the projector can be conceptually regarded as
areversed camera. As shown in Fig. 3,0,-X,,Y ,Z,, is
the world coordinate system, O,-X,.Y .Z, is the cam-
era coordinate system, and O,-X,Y,Z, is the projec-
tor coordinate system. @ is a point with world
coordinate Q,, = [X,. Y. 2,]" in 3D space; it can be
transformed into the camera and projector coordi-
nate system by applying Eq. (9):

Q=R-Q,+T ©
QP:M'Qw+P,
where
ry ro rs m; mg mg
R = ry rs Tg |, M = my ms Mg
r; rg Iy m7 Mg Mg

are 3-by-3 rotation matrices for the camera and pro-
jector, respectively. T =[t1,t9.t5]" and P = [ p1,ps.ps]”
are corresponding shift vectors.

Then, a projective transformation of the point
@ with coordinates Q, = [x..,..,2.]T to the camera
normalized image coordinates [X, Y] is processed.
Moreover, the point @ is located in an equiphase
plane of the projector with projector normalized
image coordinate ®. Three equations can be
established:

w

X, / Qz(xwz’ywz’zwz)
: QI(XWI’wa’Z\VI)

line of sight

Fig. 3. 3D profilometry system model based on the stereovision
principle.
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X chx 'xc/zc
Y chy 'yc/zc > (10)
D =fp %,/

where f., and f., are the focal lengths of the cam-
era on the x axis and y axis, respectively, and £, is
the focal length of the projector on the x axis. For
each equiphase plane of the projector, the normal-
ized image coordinate ® can be transformed into
absolute phase value ¢ of the fringe [15]. This lin-
ear relationship can be denoted as ® = f(¢). By
substituting Eq. (9) into Eq. (10), we can obtain

rlxw+r2yw —|—r32w+t1

X = , 11
fcxr7xw+rgyw+rgzw+t3 ( )

Y=f r4xw+r5yw+r62w+t2 (12)
cyr7xw +r8yw +r92w+t3’

o =fpx mix,, + moy,, + msz, +p1' (13)

mqx,, + mgy,, + mgz,, + p3

For each specific “line of sight,” the normalized
image coordinates [X,Y]” are constant. By setting
ki =X/fcx,ks =Y /ey, x,,andy, canbe expressed as

X, = Q12 + Qg (14)

Yw = b1z, + by, (15)

where a4, ay, b1, and b, are constant:

_ (korg —r¢)(Rirg —13) — (R1rg — 3)(korg — T5)
(kir7 = 1) (korg —15) — (kor7 —1r4)(Ryrg —13)
(16)

a;

_ (kots —to)(kq1rg —r9) — (Ryts —t1)(korg —15)
O (kyrq — 1) (kors — 15) — (g7 —14) (Byrg —73)
a7

_ (korg —1¢)(R1r7 —11) = (R1rg — 3)(Rary —T4)
! (kyrg — o) (kory —14) — (Rorg —15) (k177 -r)’
(18)

_ (kots — to)(Riry —11) — (Rit3 — t1)(Rory —14)
(kqrg —r9)(kory —14) — (Rorg —15) (k177 —7"1).
(19)

bo

When the line of sight sequentially pierces the
equiphase planes of the projector, monotonically
changing phase values are obtained. By substituting
Eqgs. (14) and (15) into Eq. (13), we can obtain a
phase-to-depth relationship in the stereovision
principle:
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(@ymy +bymg +m3)z,, + (@omq +boms +p1)

b= .
o (aymyg +bymg +mg)z,, + (@gmq + bymg +p3)
(20)
To simplify Eq. (20), we can write
niz, + nyg
o = 21
Fox 812, + So @D

As shown in Fig. 3, two points @1, @, lying on the
line of sight are at different depths and different
equiphase planes. The normalized image coordinate
change is

AD = O, - D,
_ fpx npsy —2n180 .

T () (e 2)

If the position of @, @, is fixed, the larger A® we
have, the larger phase change we get, and the more
sensitive to depth variation our system will be.
According to Eq. (22), this sensitivity is related to
the projector extrinsic parameter M, P as aq, a,
by, and b, are constant. That means if the projector
and camera are placed arbitrarily, it may not be the
most sensitive condition for the system.

C. Error Analysis

Ideally, the system is linear. However, error and dis-
tortion always exist in practice. There are two main
error sources that cannot be neglected: system
nonlinear response (i.e., gamma distortion) and
projection-imaging distortion of the lens [16].

The system nonlinear response distorts the phase
value with a sinusoidal phase error distribution
[8,17]. Usually, this distortion can be eliminated
effectively by a gamma pre-encoding process [18].
The projection-imaging distortion of a lens makes
the relationship between absolute phase value ¢
and normalized image coordinate ® nonlinear. This
distortion can be modeled as several system internal
parameters in the system calibration process and
subsequently corrected.

Nevertheless, the error cannot be eliminated com-
pletely. There will be tiny residual phase error during
the measurement. According to Egs. (8) and (22), if
the sensitivity of phase change to depth variation
is small, even a tiny phase error will lead to large
depth fluctuation, which will reduce measurement
accuracy. Therefore, to restrain the error and achieve
high reconstruction precision, the sensitivity of the
system should be as high as possible.

3. Simulation of Fringe Angle in the Stereovision
Principle

In Wang and Zhang’s work [14], they demonstrated
the existence of the optimal fringe angle by experi-
ment with the help of a reference plane and proposed
a simple method to determine the optimal fringe
angle. The corresponding mathematical analysis is





given in Section 2.A. Thus, we mainly focus on the
optimal fringe angle in the stereovision principle
in this paper. A simulation is performed to illustrate
the relationship between fringe angle and the sensi-
tivity of phase change to depth variation.

We use a camera and a digital projector to consti-
tute a 3D profilometry system. The devices are
placed arbitrarily and then calibrated on the basis
of the stereovision principle [15]. The calibration re-
sult is shown in Fig. 4. It is clear that the camera and
projector are not at the same horizontal position. The
systematic angle formed by the projector—camera
baseline and the x axis is 25.51°.

To reveal the relationship between fringe angle
and system sensitivity quantitatively, we rotate
the projector around its optical axis at different
fringe angles. If the projector is rotated @, the rota-
tion matrix and shift vector become

cos -sinf O
(M P|= |:sin 6 cosd O:|[M Pj, (23)
0 0 1

where

1 ; i : ; ; i ; i
0 20 40 60 80 100 120 140 160 180

fringe angle (°)

Fig. 5. Simulation result of the relationship between normalized
image coordinate change and fringe angle.

case, the 3D profilometry system reaches its best
performance. When the fringe angle is equal to the
systematic angle, the phase variation direction of
the projected fringe patterns will be parallel to the
baseline of the camera and projector. On the other
hand, A® is close to zero when the fringe angle 6

mycos 0—my sin @ mgy cos @ —ms sin @ ms cos 0 —mg sin 0

M =] my;sin@+mycos@ mgsin @+ mscos mgsinf—mgcos0 |. (24)
my mg my
p1cos O —pgsin O is 114.8°, which means the system is least sensitive
P = |: p1sin 6 + pycos 9:| (25) to depth variation. Thus, whatever the measured
Ps object depth is, the absolute phase value will not

To simulate a given depth variation, we set
Zp1 = 0 mm, 2,5, = 200 mm and substitute Eqgs. (24)
and (25) into Eq. (22). The normalized image coordi-
nate change A® is shown in Fig. 5, with different
rotation angle 6 from 0° to 180°.

The result shows that the 3D profilometry system
is not the most sensitive to this given depth variation
when the fringe angle is zero. A® reaches its peak
when the fringe angle is 24.8°, which is very close
to the systematic angle of our system. In that

Fig. 4. Calibration result of the 3D profilometry system.

change and it is impossible to reconstruct the surface
of the object.

4. Experimental Results and Discussion

Our employed 3D profilometry system is composed of
a BenQ GP1 projector and Microvision VD120SC

35¢

—&—Point 1:(500,500)
4t — {— -Point 2:(550,550)
—O—Point 3:(600,600)

45}

phase change (rad)
o

65 L L L L L s L s
0 10 20 30 40 50 60 70 80

fringe angle (°)

Fig. 6. Experimental results of the relationship between phase
change and fringe angle.
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camera. The positions of projector and camera are as
shown in Fig. 4. Several experiments are performed
to verify the phenomenon we analyze in this paper
and the existence of optimal fringe angle in the
stereovision principle.

To eliminate the gamma effect of the projector,
both a gamma pre-encoding process and a 16-step
phase-shifting method [17] are used in our experi-
ments. First, a flat board is measured by projecting
fringe patterns at different fringe angles: 0°, 15°, 30°,

phase change (rad)

10 20 30 40 50 60 70 80
fringe angle (°)
Fig. 7. Curve fitting result.

0

45°, 60°, and 75°, and the absolute phase map is
achieved. Second, this flat board is moved forward
about 200 mm and the measuring procedures men-
tioned above are implemented again. In both abso-
lute phase maps, we select three points (500, 500),
(550, 550), and (600, 600), that is, three lines of sight
as shown in Fig. 3. The relationship between the
phase changes due to these two depths and fringe
angles is shown in Fig. 6.

As the positions of the flat board before and after
movement are approximately parallel, there are sim-
ilar depth variations in these three points and the
phase changes under the same fringe angle are
almost equal. Moreover, an important result is
achieved that, when the fringe patterns with differ-
ent fringe angles are projected, the phase changes
are obviously different, which perfectly demon-
strates our analysis in this paper. As shown in Fig. 6,
the phase change is largest when the fringe angle is
30°. To determine the optimal fringe angle accu-
rately, the polynomial fitting method is performed.

As depicted in Fig. 7, the curve reaches its peak
when the fringe angle is 26.0°. Therefore, the optimal
fringe angle of the 3D profilometry system is 26.0°,
which is close to the systematic angle 25.5° and
agrees well with the simulation result of 24.8° that
we obtained in Section 3. The result also reveals that,
although the stereovision-principle-based calibra-
tion method allows placing the devices and object
arbitrarily, the 3D profilometry system may not be
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Fig. 8. Experimental results of sculpture. (a) The captured image when the system has optimal sensitivity. (b) The retrieved phase map of
(a). (c) Reconstructed 3D shape of (a). (d) The captured image when the system has the worst sensitivity. (e) The retrieved phase map of (d).

(f) Reconstructed 3D shape of (d).
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the most sensitive to object depth variation. To
achieve the most sensitivity, the optimal fringe angle
should be equal to the systematic angle, i.e., the
phase variation direction of the fringe patterns
should be parallel to the projector—camera baseline.
Furthermore, if horizontal or vertical fringe patterns
are projected, it is better to ensure that the projector—
camera baseline is vertical or horizontal, also.

Subsequently, a more complex object is measured
while the system has optimal sensitivity and the
worst sensitivity. The captured images and retrieved
results under these two conditions are shown in
Fig. 8. Figures 8(a) and 8(b) show that the fringe
strips are obviously distorted by the depth variation.
Also, highly detailed phase-to-depth mapping infor-
mation is depicted in the phase map. In contrast,
the fringe strips in Fig. 8(d) are approximately par-
alleled, and the phase map in Fig. 8(e) cannot reflect
the depth information at all. Figures 8(c) and 8(f)
show the best and worst reconstructed 3D shapes, re-
spectively. When the system has optimal sensitivity,
the sculpture can be reconstructed in detail with lit-
tle error. However, when the system has the worst
sensitivity, there are obviously sinusoidal ripples
on the result, even though efficient methods are used
to restrain the phase error, and the height informa-
tion of the sculpture is totally wrong.

5. Conclusion

In this paper, it is indicated that simply projecting
horizontal or vertical fringe patterns is not highly
sensitive to object height for a given structured light
system, as the projector—camera baseline is uncer-
tain in practice and a systematic angle usually exists.
To achieve the highest sensitivity of our 3D profilom-
etry system, we analyzed the relationship between
fringe angle and system sensitivity in both the tri-
angulation and stereovision principles. It is demon-
strated that the optimal fringe angle is equal to the
systematic angle when the system is most sensitive
to depth variance and least sensitive to error. In
other words, the phase variation direction of fringe
patterns should be parallel to the projector—camera
baseline. We have proposed a method to determine
the optimal fringe angle accurately and demon-
strated the efficiency of the method by experimental
results.

This study was funded by the Nature Science
Foundation of Suzhou under project number
SYG201313.
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